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Abstract

We develop an implicit discretization method for pricing European and American options
when the underlying asset is driven by an infinite activity Lévy process. For processes of
finite variation, quadratic convergence is obtained as the mesh and time step are refined. For
infinite variation processes, better than first order accuracy is achieved. The jump component
in the neighborhood of log jump size zero is specially treated by using a Taylor expansion
approximation and the drift term is dealt with using a semi-Lagrangian scheme. The resulting
Partial Integro-Differential Equation (PIDE) is then solved using a preconditioned BiCGSTAB
method coupled with a fast Fourier transform. Proofs of fully implicit timestepping stability
and monotonicity are provided. The convergence properties of the BiICGSTAB scheme are
discussed and compared with a fixed point iteration. Numerical tests showing the convergence
and performance of this method for European and American options under processes of finite
and infinite variation are presented.

Keywords: CGMY, semi-Lagrangian, implicit timestepping

1 Introduction

It is well known that the standard Geometric Brownian Motion model for asset price returns is
inconsistent with market prices. Models with jump processes are thought to be more representative
of actual market behavior [1]. Recently, Lévy process models have become popular in the financial
literature [1, 2, 3, 4, 5, 6, 7]. Option pricing, under exponential Lévy process with finite activity
[5, 8, 9, 10, 11, 12] and infinite activity [13, 14, 15, 16, 17] has been extensively studied. In these
papers, various numerical methods were proposed for solving the option pricing Partial Integro-
Differential Equation (PIDE).

In this paper, we are specifically concerned with numerical methods for the infinite activity
case. In the variance gamma case, a partially implicit method was suggested in [11], with the
jump integral part split into a local and a non-local part. In [14], the jump integral part was
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also split into local and nonlocal parts with the local term computed using implicit timestepping
and the nonlocal term computed using explicit timestepping. This method produced first order
accuracy for the variance gamma case, but accuracy degrades for other processes. In [13, 18],
an integration by parts technique was used to transform the integral part into a weakly singular
Volterra equation. A collocation method was then used to achieve second order accuracy under a
CGMY (Carr-Geman-Madan-Yor) process [2] with infinite activity and finite variation.

In this paper, we propose an efficient numerical scheme for pricing European and American
options under the CGMY process [2] with not only finite variation but also infinite variation. The
infinite variation case is more numerically challenging as the Lévy measure becomes more singular,
compared with the variance gamma case. By using an implicit timestepping method for both
local and nonlocal terms of the integral part, we can achieve second order accuracy under a finite
variation process and better than a first order convergence rate for an infinite variation process.

In [16], a Wavelet-Galerkin finite element approach is used to price options under an infinite
activity process. Compared with [16], our approach can be easily implemented in existing option
pricing software. We use only finite difference discretization methods and standard sparse matrix
solvers. As well, our techniques can be easily generalized to handle American early exercise, and
other path-dependent contract features.

Moreover, our fully implicit discretization leads to a monotone scheme. Monotonicity is an
important property of a discretization method [19], which can be used to guarantee convergence to
the viscosity solution. Although we do not exploit this property of our scheme in this paper, we
anticipate that this property will prove to be useful for handling nonlinear pricing problems, such
as optimal control, under an infinite activity jump process.

Since we use an implicit timestepping method, a straightforward approach would require a dense
matrix solve at each time step due to the jump integral term. We avoid this problem by using either
a fixed point iteration [12] or a BICGSTAB [20] method for solving the discretized equations. This
technique requires only a matrix-vector multiply, which can be conveniently carried out using an
FFT [13, 14, 12, 21].

The outline of this paper is as follows. Section 2 gives the specification of the option pricing
PIDE and boundary conditions. In section 3 we first transform the original PIDE by applying a
Taylor expansion. The singular and nonsingular parts of the jump integral term are treated sepa-
rately. In the case of a pure jump process, there is no diffusion term in the original PIDE. To avoid
poor convergence due to first order upstream methods, we use a semi-Lagrangian discretization
scheme.

In section 4 we extend our numerical scheme to price American options using a penalty method.
In section 5 we provide stability and monotonicity analysis for fully implicit timestepping. A
convergence comparison between a fixed point iteration and a preconditioned BiICGSTAB method is
also presented. For the special case of the PIDE written in a log S coordinates, we can show stability
of Crank-Nicolson timestepping using a Von Neumann analysis (See Appendix B). In section 6, a
series of the numerical tests are carried out showing the convergence and the performance of pricing
European and American options under CGMY, for both infinite and finite variation processes.

2 Mathematical Model

In this section, we give the mathematical model for pricing European options when the underlying
asset price is modelled by a CGMY process.



2.1 The PIDE for Option Pricing

Let S denote the underlying risky asset price. We model the evolution of S driven by a Lévy
process whose Lévy measure v satisfies

2
/|y|<1 y r(dy) < oo, /|y21 v(dy) < oc. (2.1)

Under the CGMY model, v is defined as follows

Ce—My Ce—Glyl
v(y) = —55 ly>0 + T35 Ly<os (2:2)
y |yl
where
. _JLify>0 1 L ify <0
y=0= 0, otherwise, y<0— 0, otherwise,

are the indicator variables; C' > 0 is the measure of the overall level of activity; G > 0 and M > 0
control the rate of exponential decay on the left and right of the Lévy density; and Y < 2 describes
the behavior of the Lévy density in the neighborhood of zero where the density tends to infinity.

If Y < 0, the measure v integrates to a finite value yielding a process of finite activity. If
Y € [0,1], the process displays infinite activity but finite variation since f|y| < yv(dy) < oo. If
Y € (1,2), the process is said to have infinite activity and infinite variation.

Define 7 = T — t, where T is the expiry time, and ¢ is the forward time. Let V(S,7) be the
option price with the underlying stock price S. Following standard methods [1], we can derive the
following PIDE for the value of a contingent claim V (S, 7):

Vo= T 5Wss 4 (- )SVs —rV 4 [ VIS ) - V(S,7) - S - sl (23)

—0o0

where r and ¢ are the risk-free interest rate and the continuous dividend yield respectively. The
parameter o is the volatility associated with the continuous component of Lévy process.

2.2 Boundary Conditions

As S — 0, equation (2.3) reduces to
Ve=—-rV.

As S — 00, we make the common assumption that Vgg ~ 0, which means that
V ~ A(1)S + B(7), S — oo. (2.4)
Assuming equation (2.4) holds, then equation (2.3) reduces to the PDE:

2
o
Ve = ESZVSS +(r—q)SVs—rV, S — o0,
in which we retain the Vgg term for numerical stability purposes. In the numerical computation,
the original infinite domain, S € [0, 00), is truncated to a finite computational domain, [0, Spax]-

Note that at S = Spax, we impose the Dirichlet boundary condition:

V(Smax, ) = specified.



In this work, we will simply use the payoff of the option as the Dirichlet condition.
To summarize, we solve the following problem on [0, Spax]

VL if S =0
Ve = 25%Vss + (r — q)SVs —rV + [V u(y)[V(Se¥) — V(S) — S(e¥ — 1)Vi]dy, if S € (0, 57)
7 S2Vss + (r — q)SVs — 1V, if S € [S*, Smax]

with the initial condition,
V(S,7=0) = Payoff.

We choose S* sufficiently large so that equation (2.4) is valid in [S*, Smax], and

' (5) = log (2

v (log ( S;ljx ) > Smax

where ¢ is selected so that the error in approximating the integral is small [12]. If an unequally
spaced grid is used, it is inexpensive to select large values for Spax, S*.

Here Si.x is chosen such that

<g, (2.5)

3 Discretization Methods

In this section, we first provide the details of discretizing the integral term. The application of a
semi-Lagrangian discretization method on the transformed PIDE is then discussed, coupled with a
fully implicit or a Crank-Nicolson timestepping scheme. The resulting linear system is then solved
by the appropriate iterative method.

3.1 Discretization of Jump Component
The discretization of the jump integral term in (2.3),
y*(S)
1) = [ v)V(Serr) = V(S7) - S(e” - )Vildy, (1)
is carried out on a finite computational domain. To be specific, we approximate Z(V') by
Ymax
V) = [ u)VISerr) - V(i) = S(er ~ 1Valdy. (32)
Ymin

We divide the interval [ymin, Ymax] into subintervals [y; — Ay/2,y; +Ay/2], j =0,1,..., N —1, with

A o
Yj = Ymin + (2] + 1)7y, and Ay= w’

where ymax and ymin are selected such that the error in approximating Z(V') by Z4(V') can be made
arbitrarily small.



The properties of the Lévy measure (2.1) indicate that v(y) goes to infinity in the neighborhood
of y = 0 and is only second moment integrable for all |y| < 1. Accordingly, we define

A A A
Qm:&m—fgysf}, fh:{w2y<@p<%, (3.3)

and Qo = {y}ymin <y<-lorl<y< ymax}a

where g refers to the infinite density region, i.e. v(y) — oo when y — 0; Q; corresponds to the
singular part of the Lévy measure excluding 2y; and ) refers to the smooth integrable part of
v(y). Note that the choice of |y| = 1 as the boundary defining 2y is somewhat arbitrary. Other
choices are possible, but numerically this choice works well. In the following, we will treat the
integral differently according to the region over which the integral is computed.

For the integral over €y, we use a similar approach as in [14] in approximating the integral of
v(y) by a finite process with an effective diffusion coefficient. Note that SeY is the asset price after
a jump, i.e. Se¥ =S5+ 4S. We can apply a Taylor expansion to V' (Se¥) so that

([;”WW@&J>‘N&ﬂﬂ&U%uy
% (55)2 5
Z[MMMW&ﬂ+%@ﬂw+%A&ﬂ2 —V(8,7) — 865Vs 4+ O((5S)%)]dy
% 2 e¥ — 2
Z[MV@W$@ﬂS(1)+0w$m@. (3.4)

Note that if we carry out the Taylor expansion on e¥ in the term, §S = S(e¥ — 1), we can see
that 05 behaves as O(|y|) when the value of |y| is small. The definition of the Lévy density (2.2)
indicates that v(y) behaves as O(W) in the neighborhood of zero. Thus equation (3.4) can be
rewritten as

gy 2y _ 1)2 2 gy
[ & s 0 =S oy = Svs [ vl - 12y + 08P ). 39

The error term, O((Ay)3~Y), implies that we can anticipate quadratic convergence if Y < 1, but
when 1 <Y < 2 the best achievable convergence rate is between first and second order, using the
approximation (3.5).
Let & denote the effective diffusion component in (3.5),
Ay
oy = [ (e~ 17dy.

Ay
2

The jump integral term Z4 (V') (3.2) thus becomes
5 v+ 5
(V)= 25ss+ S [ vw)V(Se) — V(S) — S(e — )Vsldy + O((Ay)*Y)

Jiyj €Q1UQ0 Yim

6 2 y7+% y;""% 3y
=55Ves+ ) / N, YOF@dy+ ) », YWF@)dy +O(Ay)*™),
j:ijQI yj_T j:ijQQ yj_T

(3.6)



where we define
F(y) =V (SeY) —V(S)— S(eY —1)Vs.

Note that by Taylor expansion, F(y) = O(y?) as y — 0 (assuming V() is a smooth function).

Next we consider the integrals over €27 and )y respectively. For y € €y, the Lévy density
v(y) is a smooth function. As a result, we can carry out a Taylor expansion on F'(y) near y; for
y € [y; — Ay/2,y; + Ay/2], so that the integral term over Qs can be computed using a trapezoidal
rule.

y;+Ay/2
/ V)V (Se¥) — V(S) — S(e¥ — 1)Vsldy
Y

j;ijQQ J'_Ay/2
= > V(Se¥)yly) —V(S) Y Ay) —SVe D (¥ —(y;) + O((Ay)?),
Gy €0 7y €Q2 VEZIS

where

yj+Ay/2
Y(y;) = / v(y)dy, y; € Qo.
yj—Ay/2

For y € 4, the Lévy measure v(y) is a singular function. We can not directly carry out a Taylor
expansion on the integrand as for the case of y € Q. By noting that F(y) = O(y?), y — 0, we

define F(y) = F(y)/y? which remains a smooth bounded function as y — 0. Thus we can rewrite
the integrand as v(y)F(y) = v(y)y*F(y). We further define

which is integrable over ;. Then we apply Taylor expansion on F'(y) in the transformed integrand:
yj+Ay/2 yj+Ay/2
/ F(y)v(y)dy = / F(y;)v(y)dy + Ej, (3.7)
y;j—Ay/2 y;j—Ay/2

where the error term is

i+ Ay/ "¢
B- [ E'(61(0)
Y

[ (yj)(y — yj) + = (y — ;) lu(y)dy

i—Ay/2 2
in which &;(y) € (y; — Ay/2,y; + Ay/2). It can be shown that (see Appendix A):

Egl = Z Ej — O((Ay)min(2_€v3_y))7
J

where € is an arbitrarily small positive constant. The integral over ) is thus computed by

/WAW V) <v(Sey) —V(S) - S(e¥ - 1)V3>dy

iy € Y Yi—AY/2 B y?
= Z V(Se¥)v(y;) — V(S) Z v(y;) — SVs Z (e¥ — 1)y(y;) + O((Ay)min(Qfe,i’)—Y))7
Jy € Jy; €U jry; e



where

1 y]+Ay/2 9
Y () = / Puly)dy, Yy € Q.
y] ijy/2

Putting all this together, the integral over 3 U Q9 in (3.6) is approximated by

yJ+A2y
> [T e -
j:ijfllUQg Yji——=
N-1 N-1 N-1 .
V(Se¥i)y(y;) -V v(y;) — SV Z (e¥% — 1)y(y;) + O((Ay)min(2=e3=Y)y
j=0 j=0 =0
where ays
2y agp VW)Y iy €
- Ay/2 .
Y(y;) = i?jAyy/Z v(y)dy; if y; € Qo (3.8)
0; if Yj € Q.

A quadrature rule is used for computing y(y;) with accuracy (see Appendix B),

A (Ay)* :
Y(y;j) + O if y; € U
Y(y;) = {A J ((yg) 3) - (3.9)
Y(yi) + O((Ay)®)  if y; € Qo
In summary, we obtain the final approximation for Z4(V):
N-1 .
Za(V) = *S Vss — kSVe — AV + > V(Se¥)A(y;) + O((Ay)™nE-e3=1)), (3.10)
7=0
where
N-1 N-1
i),  w=) (¥ —1A(y;). (3.11)

<.
Il

o
<
Il

o

Note that equation (3.10) has the same form as we would obtain for a finite activity Lévy process.
As we shall see, this is very convenient, since we can use many of the techniques developed for finite
activity processes.

3.2 Semi-Lagrangian Discretization

After the discretization of the jump integral part, the PIDE (2.3) is approximated by

o’ +a

N-1
Vr=— S*Vss + (r —q— K)SVe — (r+ \)V + Y V(Se¥ )4(y;). (3.12)
7=0

In order to be able to handle the case of a pure jump process ¢ = 0, we use a semi-Lagrangian
method [22, 23] to discretize the first order term to avoid problems with a drift dominated equation.



First we rewrite the PIDE (3.12) as

Vi—(r—q—r)SVsg =LV 4+ QV, (3.13)
where
02 g N—-1
LV = 5 S2Vss —(r+ AV, QV = Z V(Seyj):y(yj)-
=0

The Lagrangian derivative, along the trajectory S(7), is

DV _ov  dsov
Dr  or  dr 9S’
Then along the trajectory

as
=—(r—q—k)S, (3.14)
dr
we can rewrite equation (3.13) as
DV
- . 1
o =LV +QV. (3.15)
Define discrete asset nodes [Sy,. .., S;,...] and a set of discrete times 7". Let V* ~ V(S;,7")

be the approximate value of the claim at (S;, 7"). Let S = S(S;, 7", 7) be a trajectory satisfying
equation (3.14), which passes through the discrete S; node at 7 = 7"+, If we trace along the
trajectory back to time 7 = 7", the departure point of this trajectory, denoted by Sj(, 1), will not
necessarily coincide with a grid node S;. In order to determine S;(,,1), we need to solve (3.14)
from 77*! to 7. The exact solution of (3.14) is

Sitnt1) = Siel ITIAT

)

where A7 = 771 — 7. Note that in general, if the coefficients of the first order term are non-

constant, then we would have to integrate (3.14) numerically [24].

Let Vl?n 1) denote the option value at Sj(, 1) at time 7". The value of Vl?n 41y can be determined
by using an interpolation scheme. In order to achieve second order accuracy we use an upwind
quadratic interpolation method [22]. Suppose that we need to estimate Si(n+1) located between
two S grid nodes, i.e., S < S;Zn +1) < Sk for some k. For quadratic interpolation we need three
points. If the coefficient —(r — ¢ — k) in (3.14) is positive, we use {Sk—_1, Sk, Sk+1}; if the coefficient
—(r — ¢ — k) is negative, we use {Sk, Sp+1,Sk+2}. The interpolation reduces to linear at the grid
boundaries.

Let ®"*! be the upwind quadratic interpolation operator such that
(@"'V") = V(Si(nt1). 7") + interpolation error. (3.16)
Discretizing equation (3.15) along the characteristic trajectory for different timestepping schemes

gives, a fully implicit:
1
Vin-i— _ ((I)nJerin)

A = (LV™H); + (QV ), (3.17)
and a Crank-Nicolson scheme:
n+1l _ (I)n+1 n 1 1
W= O vty (@ 4 L@ e £ (@ v @)

8



In order to compute (QV"*1); as in

i

(QV™ )i = ) V(Sie", 7" )3 (yy), (3.19)
J

I
=)

we define
Viay, r) = V(e ),

where {z;} is a set of equally spaced nodes in log S space, and where we determine V by a linear

interpolation operator, 7', of the discrete vector V"1, i.e. V" TV We can write (3.19) as

(Qunthy, = (T*17n+1)i + interpolation error,

where

T e = Vi)
J
= (TV™" A ().
J

Note that > Vi4;%(y;) is a discrete correlation, hence can be computed using an FFT (see [12] for
the details). Now define the operator B such that

(BVnJrl)i _ (Tflfn"‘l)i’
then equation (3.19) can be further rewritten as
(QV™), = (BV™!); + interpolation error,

where the interpolation error is second order. Finally, the discretization of fully implicit timestep-
ping, (3.17), can be rewritten as

VIHHL+ (i + B + 7+ A)AT] = ATBVE — Arag VI = (@M V) + Ar(BV™ ), (3.20)

where «; and 3; are given by applying second order central finite differencing to the spatial deriva-
tives,

2 =\ Q2 2 =\ Q2
;= (0% +05)S; 7 5 = (0% +0)S; ’ (3.21)
(Si = Si—1)(Sit1 — Si—1) (Sit1 — 8i)(Si+1 — Si-1)
for i = 2,...,4max — 1. When i = 1, we set a; = 6; = 0 at S1 = 0; and when i = i.x, We set

VZ::: equal to the relevant Dirichlet condition. Note that a; and (; are non-negative, which is an
important property we will exploit in our analysis in later sections.
Similarly the discretization of Crank-Nicolson timestepping (3.18) can be written as

g]
2
A
=(@" VM1 — (0 + B + 7 + )\)77
AT AT

+ 7(Bv"“)i + 7(¢”+1(BV")Z-), 1 < < imax- (3.22)

A
VAL 4 (0 + B+ 7+ A) _ TT@'V”H _ 2 et

i+1 9 V1

AT n n AT n n
|+ 7@'(‘1’ V) + 70@(‘1’ V)



3.3 Iterative Methods

As discussed above, we can efficiently approximate the dense matrix-vector multiplication, (QV"+1),
by (BV"*1) using an FFT. However, the implicit timestepping methods (3.20 - 3.22) appear to re-
quire solution of a dense matrix at each timestep. We will avoid this difficulty by using iterative
methods to solve equations (3.20-3.22). These iterative methods will require only computation of
(BV"™H1). First, we can write a compact matrix form for fully implicit timestepping and Crank-
Nicolson timestepping by introducing a constant 6 as follows

[I—(1-0)ATL — (1 —0)ATB]V" = "I + OATL + OATBIV™, (3.23)
where 8 = 0 corresponds to the fully implicit method and 6 = % refers to the Crank-Nicolson
method; I is the identity matrix; matrix L is defined such that the ith row of the product of L and

vector V' at the (n + 1)th time step is
LV = —(ow + Bi + 7+ NV + BVIE + o VT, (3.24)
and matrix B is defined such that the ith row of vector BV at (n + 1)th time step is
BV, = (17", (3.25)
where, if T' is a linear interpolation operator, then matrix B has the following properties [12]

Y Bij=X\  0<B;<l, (3.26)
i

and B is dense. However, BV"*! can be computed in N log N operations using an FFT.
We can rewrite the linear system (3.23) in the form of AV"! = b
A=1-(1-0)ATL — (1 -0)ATB,
b=d"" I +0ATL +0ATBV", (3.27)
where A is the coefficient matrix and vector b is a known vector at the nth time step. It is

computationally infeasible to factor a large dense matrix at each timestep. One solution to this
problem is to rewrite A as the difference of two matrices, A = M — N where

M=1-(1-6)ATL, (3.28)

is a tridiagonal matrix and N = (1 — §)A7B. Then we solve the original problem AV"*! = b by
iteratively solving M VEHL = NVF b for VAT until convergence, where V* is the estimate to the
solution V"™ *! after k iterations. This approach is known as a fixed point iteration. Algorithm 1
shows the fixed point iteration to solve equation (3.23).

Algorithm 1: Fixed point iteration for European options
L. Let (V)0 = gntlym
2. Let VO = (ynt1)0
3. For k=0,1,2,... until convergence do
Solve [I — (1 — O)ATL]V*+! = &[] + OATL + OATB]V" 4 (1 — §)ATBV*
%‘;@D < tolerance then

4
5
6. Quit
7
8.

if max;

end if
end for

10



The convergence rate of the fixed point iteration depends on how well the new coeflicient matrix
M approximates A. If the jump diffusion term, i.e., B is small, e.g. when Y ~ 0, then M should
be a good approximation [12]. However, when Y gets large, the matrix B becomes more important
and hence the convergence of the fixed point iteration can be very slow. In this situation, we will
need a better method than the simple fixed point iteration.

We propose to use preconditioned BiCGSTAB method [20] as an alternative. The primary
concern, then, is choosing an optimal preconditioner M. If we use the same M (3.28) as in the
fixed point iteration as the preconditioner, we do not need to form matrix B explicitly. We only
need to compute matrix-vector products. The matrix-vector multiplications, BV, are computed
efficiently using an FFT and interpolation. When Y gets large, we could use a better preconditioner
M which includes the entries of the matrix B, B;j;, |i — j| < ¢ where c is a small number. In this
case, we need to explicitly form part of the matrix B to extract the diagonal and certain off-diagonal
entries. However numerical experiments using this idea did not show any improvement, in terms
of CPU time, compared to preconditioner M (3.28). Hence we will use preconditioner M (3.28) in
all subsequent numerical experiments.

4 American Options

In this section we extend our numerical scheme to handle American options. The difference between
Furopean and American options is that the holder of the latter can exercise at any time before
the maturity to receive the payoff. Thus pricing American options under CGMY leads to a linear
complementarity problem [25]:

[e.9]

252
V. — <"2 V55+(rq)SVer+/

(V-V*) >0, (4.1)

v(y)[V(se!,7) = V(S,7) = S(e’ - 1)Vs}d?/> >0

where V* denotes the payoff received upon exercise. Note that at least one of the equations (4.1)
holds with strict equality.

We use a penalty method [10, 26, 27] to convert the complementarity problem into a nonlinear
algebraic problem by adding a penalty term. Thus, equations (4.1) are combined into a single
equation,

Vss + (r—q)SVs =1V + /OO v(y)[V(Se?,7) = V(S,7) = S(e’ = 1)Vsldy + p(V, V"),

—0o0

0252
2

V, =

in which the penalty term p(V, V*) satisfies p(V,V*) =0if V > V*; p(V,V*) — oo otherwise.
Following the same approach as in the European case, we first discretize the jump integral term:

2, =2 N-L
V= T T8 ss + (=g~ m)SVs — (r+ NV + 3 VIS)i(y) +p(V, V). (42)
=0

Then we apply a semi-Lagrangian scheme for the first order term, coupled with fully implicit
timestepping:
VI L+ (i + Bi + 7+ NAT] = ATBV — Ao VI = PV + Ar(ZV)PH 4 pP

11



where the discrete penalty term p?“ = Large(V — V”H) if V"+1 <V*p ”H = 0 otherwise. The
value of Large is chosen depending on the accuracy desired (See [26]). Slmllarly, Crank-Nicolson
timestepping for (4.2), after applying the semi-Lagrangian scheme, gives

A A
vt [1 + (i + Bi + 7+ A) T] —ﬁZ an 27— a; Vit
A A
=(@" V") [1 — (i + Bi+r+ A)QT] + —@(é”*l )+ e @)
A A
@V @ @V

The matrix form of the discrete equations for the penalty method can be written as
[[—(1-0)ATL—(1—-0)ATB+P(V" OV = " T+ OATL+-OATB)V" +[P(VTHV*, (4.3)

where 6 = 0 corresponds to the fully implicit method and 6 = % refers to Crank-Nicolson method;
matrices L and B are defined as in (3.24) and (3.25) respectively; P is the matrix form of the
penalty term given by

(4.4)

i

P(V"+1) B {Large, if V;”H <Vr

0, otherwise;

PV =0, if i # 5.

The coefficient matrix of V™! in (4.3) is a dense matrix due to the existence of B. As for the
European case, we can apply a fixed point iteration method,

[I —(1—0)L+ P(VF)V*! = "I + OATL + 0ATBIV" + (1 — )ATBVF + P(VF)V*,
with initial value of V9 = V™. The newly formed coefficient matrix
M=1-(1-6)L+ PV

is a tridiagonal matrix with diagonal entries including the penalty values. The algorithm for a fixed
point iteration for American options is given in Algorithm 2.

Algorithm 2: Fixed point iteration for American options

1. Let VO = V"

2. For £k =0,1,2,... until convergence do

3. Solve:

4. [I — (1 —0)ATL + P(VF)|VF+! = "I + OATL + 0ATB]V" + (1 — 0)ATBVF + P(VF)V*
5. if max; % < tolerance then

6. Quit

7. end if

8. end for
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Similar to the European case, the preconditioned BiICGSTAB scheme can also be applied to
(4.3) except that we need to linearize the penalty term at each iterative step. To do this, at the
kth iterative step, we fix PF = P(Vk) and thus have a linearized system, i.e., A¥V*+1 = b* where

AF =T —(1—-0)ATL — (1 —60)AB+ P(V"),
bk = "I + OATL + ABIV" + P(VF)V™. (4.5)
We iteratively solve the linearized system by the preconditioned BiICGSTAB with
MF=1—(1—-0)ArL+ P(VF)

as the preconditioner until the stopping criteria is reached. Then we update the penalty term
by Pkl = P(V**t1) and continue with the (k 4 1)th iterative step. Our numerical experiments
indicated that it was not optimal to solve the linearized system AFVEFL = Pk at each step in
Algorithm 2 to any great accuracy. In fact, all our numerical results will be reported for the case
where we carry out only a single BICGSTAB iteration for each linearized system solve in Algorithm
2.

5 Stability and Convergence Analysis

In this section, we provide the stability analysis for the fully implicit and Crank-Nicolson timestep-
ping schemes. Our numerical scheme can be generalized to deal with nonlinear pricing problems,
hence it is useful to include a proof of the monotonicity of fully implicit timestepping. Finally, we
discuss and explore convergence properties of the fixed point and BiICGSTAB iterative methods in
detail.

5.1 Stability and Monotonicity of Fully Implicit Discretization

As discussed in [19], stability and monotonicity are useful properties for a numerical scheme in
order to ensure convergence to the viscosity solution. A fully implicit discretization of (4.3) with a
penalty American constraint is

[[ - ATL — ATB + P(V"H V™ = o™ Hy™ o [P(VHYVE, (5.1)

in which we assume @ is a linear interpolation operator. First, let’s summarize some useful results
for the implicit discretization scheme.

Lemma 5.1 The matriz L in (5.1) has the the following properties
o S Lij=—(r+A),i=1 . imw— L
o L;j=0,1="imax;
o L;j>0,i#j, fori,j=1,... imax — 1.

Proof. This follows directly from the definition of the matrix L (3.24), and the fact that we
impose a Dirichlet condition at i = ipax and a;, 5; > 0 (3.21). O
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Lemma 5.2 Let A=1— A7L — AtB. The matriz A is an M -matriz.

Proof . 1t follows from the properties of the matrix B (3.26) and Lemma 5.1, that
> (~L-B)i; =0, Vi,
J
provided that r» > 0, i.e. A has non-negative row sum. As well, since the off-diagonal entries of B
are non-negative (3.26) and «;, 5; > 0, A has non-positive off-diagonal elements. Note that since

we impose the Dirichlet condition at ¢ = iy, A has at least one strictly positive row sum. Hence
A is an M matrix. O

Theorem 5.1 The fully implicit discretization method for American options (5.1) is uncondition-
ally oo stable, provided that ® in equation (5.1) is a linear interpolation operator.

Proof. By Lemma 5.2, the properties of matrix B (3.26), and using a similar proof as in [23],
we can show that
|V oo max(| V™ Jloos | Voo, D),

where D"*! is the Dirichlet condition imposed at i = imax. ]

Theorem 5.2 If ® is a linear interpolation operator in equation (5.1), the fully implicit discretiza-
tion (5.1) is unconditionally monotone.

Proof. We can rewrite (5.1) at each grid node S;, i = 1,...,ipmax as follows,
Hi(‘/;n—H, {‘/;n+1}i, Vln) = [(I)n—&—lvn]i _ [AV”“L» + P(V"“)Z-Z-(V* - V;n—i—l) _ 0, (5'2)

where {Vj"H}Z- refers to the set of values V}-”H such that j = 1,...,imax and j # i. By Lemma 5.2,
the definition of penalty matrix P (4.4) and using a similar proof as in [23], it is easy to show that

. n+1 n+1 . n+1 n n . n+1 n+1y. n
HZ(V; 7{‘/] }Z+"7j 7Vi +7h') ZH@(‘/Z a{V] }Z’VL' )’
. n+1 n+1 n41q . n . n+1 n+17 . n
Hz(v; +n; ,{V] }1,‘/; ) §H2(Vi ,{V] }zaVz‘ )s
for Vi, j # i, n} >0, 17]7-L+1 > 0 and 7™ > 0. Hence the discretization (5.1) is monotone. O
5.2 Stability of Crank-Nicolson Discretization (European options)

The following result can be shown for European options.

Theorem 5.3 Suppose that the parameters, o and r, in (2.3) are constant and upwind quadratic
interpolation is used in the semi-Lagrangian discretization. Further, assume an equally spaced
grid in log S coordinates, and periodic boundary conditions. Then Crank-Nicolson timestepping for
European options is unconditionally strictly stable in the ls norm.

Proof. We use a similar approach as in [12, 28] by applying Von Neumann analysis (see
Appendix C). O
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5.3 Convergence of Fixed Point Iteration

Theorem 5.4 The fized point iteration is globally convergent for both Furopean and American
cases.

Proof. Consider the European case. Let EF = V7t — V* be the error at kth iterative step
with V* denoting the approximate value of V"*1. Then EF satisfies (from Algorithm 1)

[I —(1—-60)ATL|E*! = (1 - 9)ArBE".

Using a similar proof as in [12] together with Lemma 5.2 and properties of matrix B (3.26), we can

show that
(1 =0)\AT

+ (1 =60)(r+ MNAT’

1B oo <l B [loo 1 (5.3)

where the scaler,
(1 —-60)\AT

1+ (1—=6)(r+ NAT]
is independent of the iteration number k. In the case of American options, from Lemma 5.2 and

results from [10], we have global convergence but we can not determine the rate of convergence.
O

<1,

Let’s consider the rate of convergence in the European case. Since A (3.11) is a function of the
density function v(y) (2.2):

)\—O(/ 1 d)— O((Ay)_y); Y >0
o0, WY Y T o(may): Y=o,

then we can rewrite equation (5.3) as

ki1 o Gy LA Y >0
LE* Jloo _ 1+(1-06) (AAU;Y ’ =
| B~ || (1-0A7lmAy| ), v _
= o <1+(1—0)A7’|1nAy|> ; Y =0.

If we take the limit as A7, Ay — 0, with A7/Ay = const (which would normally be the case)
then, the number of iterations required for convergence to a fixed tolerance would be (Y > 1):

1

In [1 ]
(A Y -1
H &

For the case of Y < 1, then the number of iterations per timestep should remain constant or
decrease as Ay — 0 with A7/Ay = const.

# itns = O ~O0((Ay)'™Y), Y>1, Ay—0. (5.4)
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5.4 Convergence of the BICGSTAB Method

Consider iterative solution of a matrix A, using a preconditioner M. If A and M are symmetric,
then it is known that the number of iterations required for a Conjugate Gradient type method is

[29]:
# itns = O (CODd(M_lA)1/2>7

where cond(M ! A) is the condition number of M ~!A. In the following, we give a heuristic analysis
which provides some insight into the expected behavior of BICGSTAB for our problem.

The numerical results in [20] show that BICGSTAB often converges considerably faster than
CG-S which is often observed as having a speed of convergence about twice as fast as for BiCG [30].
Since the convergence of BiCG is generally governed by the eigenvalues of the linear system to be
solved, we shall estimate the modulus of the largest eigenvalue, pmax, and the smallest eigenvalue,
fmin, Of A (3.27) to gain some insight.

By Gerschgorin’s theorem, the eigenvalues of A are upper bounded by the maximum row sum-
mation of the absolute value of diagonal entry and the sum of the off-diagonal values, and lower
bounded by the minimum difference between them. More precisely,

Jmax Jmax
|max| < max(| A + > 1AiD, min] > min(|Ag;| — > 144D
i=Lj#i J=Li#i

where jmax = imax i the number of columns of the square matrix A. From (3.27)
|Am‘ = |1 + (1 — 9)(0@ + ﬁl +r+ )\)AT — (1 — Q)ATB“|

since «;, B;, Bi; > 0 and 0 < 6 < 1, and the sum of the absolute values of the off-diagonal entries is

Jmax Jmax
> JAijl = (1= 0) (s + AT+ (1—-0)Ar Y By (5.6)
=L =L
Note that
max(o; + (i) = max<(02 +&)S? { ! + ! })
i i CL0Si = Sic1)(Sig1 — Si—1)  (Sig1 — Si)(Sit1 — Si—1)

- max( (0® +35)87 >
T \(Si = Sim1)(Siy1 — S))
(0® +2)S%.,
S (5.7)

if we assume that AS = S;;1 — S; = const. Now combining (5.5), (5.6), (5.7) and (3.11), we have

2 = 5'2 Jmax
| pimax] < 14 2(1 — Q)ATW +(1-0)AT(r+ )+ (1 -0)AT mgx(Z B,y)
j=1
(0% +5)S?
S 1 + 2(1 — Q)ATWQZWC + (1 — Q)AT(T + )\) + (1 — Q)AT)\
o
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since 0, 0, S; r are constants. In (5.8), the first term AT@ corresponds to diffusion and the
second term AT\ corresponds to the jump integral. Note that at each time step we apply the
preconditioner M (3.28) which we assume minimizes the effect of the diffusion term. Assuming the

second term dominates in (5.8) for preconditioned BiICGSTAB, we conclude that

max ?

| Hmax| = O(AT(A?J)#)? Y >0, Ay — 0.
Similarly, we have
jmax
| emin| > min(l +(1-0) (i +Bi+r+NAT—(1—0)(o; + Bi) AT — (1 — 0)AT Z B¢j>
7 =
>min(l+ (1 —0)(a; + Bi + 7+ NAT — (1 — 0) (i + Bi) AT — (1 — O)NAT)

=01+ (1—-0)rAr)
=0(1). (5.9)

Thus, we conjecture that the number of iterations required for convergence for preconditioned

BiCGSTAB is
. ’,Umax‘ _
# itns :O< = O(/AT(Ay)~Y), Y > 0. 5.10
] (\/AT(Ay)~") (5.10)

If we take the limit as A7, Ay — 0, with A7/Ay = const, then, for Y > 1, we have

# itns = O < (Ay)1Y> , Y >1, Ay — 0,

which is a considerable improvement compared to equation (5.4).

6 Numerical Results

This section presents the numerical results for pricing European and American Options under
the CGMY model. Unless stated otherwise, we apply the semi-Lagrangian discretization method
to (2.3) with Crank-Nicolson timestepping. The discrete system of the equations is solved using
preconditioned BiCGSTAB. We also include numerical results using a fixed point iteration for
comparison.

6.1 European Options

In this section, we carry out a series of convergence tests for evaluating European options. In
these tests, we are interested in studying how fast the computational results converge to the exact
solution. Let V(h) denote the approximate option value, for a given A7 and grid spacing, and let
V(h/ 2) denote the solution computed with the timestep reduced by a factor of two, and new nodes
inserted halfway between each node in the original grid. The convergence ratio, consequently, is
defined as

(6.1)

ratio =

|
< <>

<> <>
— —~~
NPT
—~ |~
ol
S— SN—
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Suppose that the computational error is V — V = O(h¢). If ratio = 2 then from (6.1) we conclude
¢ = 1, which implies a linear convergence. If ratio = 4 then ¢ = 2, which indicates a quadratic
convergence.

For both BICGSTAB and the fixed point iteration, the matrix-vector multiply is the most costly
operation in terms of flops. Since BICGSTAB requires two matrix vector multiplies each iteration
[20], this means that each BICGSTAB iteration is roughly twice as expensive (in terms of flops)
as a fixed point iteration. We remind the reader to take this into account when examining our
numerical results.

When Y = 0, the CGMY process is also known as Variance Gamma. Table 2 presents the
numerical results for pricing a European call option as we carry out a series of tests, where we
double the number of S grid nodes and the total number of timesteps for each test, with input
parameters given in Table 1.

S|K|T|r|q|eo] ¢ | @ | M |Y
90 [ 98 | 0.5 0.0 | 0.0 | 0.0 | 5.9311 | 20.2648 | 39.784 | 0.0

TABLE 1: The input parameters (from [31]) for evaluating a European call option under a Variance
Gamma process. Here K denotes the strike price and T the maturity time.

Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio | itns value ratio
129 50 6.04 | 0.60342750 | n.a. | 3.00 | 0.60342750 | n.a.
257 100 5.02 | 0.61091895 | n.a. | 2.04 | 0.61091895 | n.a.
513 200 5.01 | 0.61286313 | 3.8533 | 2.01 | 0.61286313 | 3.8533
1025 400 4.19 | 0.61326232 | 4.8703 | 2.00 | 0.61326232 | 4.8703
2049 800 4.00 | 0.61335445 | 4.3329 | 2.00 | 0.61335445 | 4.3329
4097 1600 4.00 | 0.61337338 | 4.8669 | 2.00 | 0.61337338 | 4.8669

TABLE 2: Comparison of fized point iteration and preconditioned BiCGSTAB method for evaluating
a European call option under the Variance Gamma process. The tolerance for the stopping criteria
in both iterative methods is 1078, “Itns” is the average number of iterations per time step. Note
that each BiCGSTAB iteration is about twice as expensive as a fized point iteration.

The first and second columns in Table 2 show that we are refining AS in the space domain and
AT in the time domain by half for each test. The constant number of iterations per time step for
both iterative methods indicate that under a Variance Gamma process the convergence rate of the
iterative methods is independent of the size of Ay, as predicted in our theoretical analysis of these
two iterative methods in sections 5.3 and 5.4. The column of ratios (see equation (6.1)) in Table 2
suggests that quadratic convergence is achieved as the mesh and timestep size are reduced.

When 0 < Y < 1, the Lévy process has infinite activity but finite variation. We carry out two
experiments when Y = 0.6442 and Y = 1.0102 with the corresponding input parameters listed in
Table 3.

When Y is close to or smaller than one, the error of our discretization is bounded by O((Ay)?)
which implies that quadratic convergence is expected. Our numerical results in Table 4 and 5
confirm this conclusion. If we compare the two iterative methods with the same Y, it takes no
more than ten iterations per time step to converge for the preconditioned BiCGSTAB method

18



SIK| T | r |q]o]

Cc | G| M | Y

90
90

98 | 0.25
98 | 0.25
TABLE 3: The input parameters (from [2]) for evaluating European call options under CGMY when
Y =0.6442 and Y = 1.0102 respectively. Here K denotes the strike price and T the maturity time.

0.06
0.06

0.0

0.0
0.0 | 0.0

16.97
0.42

7.08
4.37

29.97
191.2

0.6442
1.0102

Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio itns value ratio
129 25 64.68 | 16.640026 | n.a. | 25.68 | 16.640015 | n.a.
257 50 57.82 | 16.327662 | n.a. 19.44 | 16.327636 | n.a.
513 100 50.89 | 16.242114 | 3.6513 | 8.35 | 16.242073 | 3.6509
1025 200 43.66 | 16.219638 | 3.8062 | 7.99 | 16.219588 | 3.8053
2049 400 36.32 | 16.213900 | 3.9170 | 7.41 | 16.213831 | 3.9057
4097 800 29.76 | 16.212478 | 4.0352 | 6.37 | 16.212375 | 3.9540

TABLE 4: Comparison of fized point iteration and preconditioned BiCGSTAB method in evaluating
of a European call option under CGMY when Y = 0.6442. The tolerance for the stopping criteria
“Itns” is the average number of iterations per time step. Note
that each BiCGSTAB iteration is about twice as expensive as a fized point iteration.

in both iterative methods is 1078.

Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio itns value ratio
129 25 33.60 | 2.2691911 | n.a. 19.68 | 2.2691906 | n.a.
257 50 35.18 | 2.2411747 | n.a. 9.96 | 2.241173 n.a.
513 100 37.32 | 2.2334153 | 3.6106 | 5.28 | 2.2334126 | 3.6103
1025 200 37.81 | 2.2313570 | 3.7698 | 4.89 | 2.2313511 | 3.7644
2049 400 37.62 | 2.2308335 | 3.9318 | 4.07 | 2.2308225 | 3.8999
4097 800 36.67 | 2.2307031 | 4.0146 | 3.09 | 2.2306913 | 4.0290

TABLE 5: Comparison of fized point iteration and preconditioned BiCGSTAB method in evaluating
of a European call option under CGMY when Y = 1.0102. The tolerance for the stopping criteria
“Itns” is the average number of iterations per time step. Note
that each BiCGSTAB iteration is about twice as expensive as a fized point iteration.

in both iterative methods is 1078.
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whereas the fixed point iteration needs about five to ten times more iterations. As Y gets large,
it is more advantageous to use preconditioned BICGSTAB method over the fixed point iteration,
bearing in mind that each BICGSTAB iteration is twice as costly as a fixed point iteration.

When 1 <Y < 2, this corresponds to a Lévy process with infinite activity and infinite variation.
Table 7 and 8 show the numerical results for pricing a European put option with Y = 1.4 and
Y = 1.8 respectively, with the input parameters listed in Table 6.

S ‘ K ‘ T ‘ r ‘ q ‘ o ‘ C ‘ G ‘ M ‘ Y
500 | 500 | 025104 ][00]02]10|14]|25]| 14
0.1 10.0/0.0 9.2

10 | 10 | 0.25

TABLE 6: The input parameters for evaluating European put options under CGMY when Y > 1.
When Y = 1.4, the parameters are taken from [16], whereas the parameters for Y = 1.8 are selected
to stress our numerical algorithm.

As mentioned in section 3, the error of our numerical scheme for pricing option values under
an infinite variation process is bounded by O((Ay)3~Y). Tables 7 and 8 show the expected results,
i.e. our numerical scheme can achieve better than a first order convergence rate when 1 <Y < 2,
but not a second order rate.

Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio itns value ratio
139 25 51.64 | 108.41531 | n.a. 8.72 | 108.41532 | n.a.
277 50 60.86 | 108.47423 | n.a. 8.86 | 108.47425 | n.a.
553 100 72.14 | 108.49175 | 3.3630 | 9.13 | 108.49180 | 3.3578
1105 200 85.94 | 108.49707 | 3.2932 | 9.39 | 108.49724 | 3.2261
2209 400 102.56 | 108.49865 | 3.3671 | 9.60 | 108.49888 | 3.3171
4417 800 122.28 | 108.49914 | 3.2245 | 10.29 | 108.49939 | 3.2157

TABLE 7: Comparison of fized point iteration and BiCGSTAB method in evaluating of a European
put option under CGMY when Y = 1.4. The tolerance for the stopping criteria in both itera-
tive methods is 1078. “Itns” is the average number of iterations per time step. Note that each
BiCGSTAB iteration is about twice as expensive as a fixed point iteration.

6.2 American Options

In this section, a number of numerical experiments are carried out to illustrate the performance
and convergence of pricing American options with our numerical scheme. First, we use a semi-
Lagrangian fully implicit discretization to compute the American put options when Y = 1.4 and
Y = 1.6 using the CGMY parameters listed in Table 9.

In Figure 1(a) the American put option is compared with its counterpart European type,
whereas in Figure 1(b) the value of an American put option is presented with varying time to
maturity.

Second, we apply a semi-Lagrangian Crank-Nicolson discretization to carry out a convergence
test for computing an American put option when Y = 1.0102. The numerical results are given in
Table 10. The input parameters are the same as in Table 3, except that the option type now is an
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Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio itns value ratio
129 25 48.44 | 4.1690294 | n.a. 8.68 | 4.1690297 | n.a.
257 50 88.46 | 4.2859081 | n.a. | 12.14 | 4.2859097 | n.a.
513 100 144.12 | 4.3348687 | 2.3872 | 16.94 | 4.3348743 | 2.3870
1025 200 216.52 | 4.3563344 | 2.2809 | 24.43 | 4.3563531 | 2.2797
2049 400 309.92 | 4.3667237 | 2.0661 | 30.69 | 4.3667826 | 2.0594
4097 800 415.49 | 4.3714972 | 2.1765 | 49.32 | 4.3716708 | 2.1336

TABLE 8: Comparison of fized point iteration and BiCGSTAB method in evaluating of a European

put option under CGMY when Y = 1.8.
tive methods is 1078,

BiCGSTAB iteration is about twice as expensive as a fized point iteration.

S ‘ K | T ‘ r ‘ q ‘ o ‘ C ‘ G ‘ M ‘ Y
500 | 500 | 0.5/ 04(00]02|10|14]25]|14
10 | 10 {0501 [00|100|1.0(88]92]|1.6

The tolerance for the stopping criteria in both itera-
“Itns” is the average number of iterations per time step. Note that each
g

TABLE 9: The input parameters (from [16]) for evaluating American put options under CGMY

when Y > 1. Here K denotes the strike price and T the maturity time.
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FIGURE 1: (a) Left: Compare American and European put options under CGMY when Y = 1.4.
The size of the S grid is 4417 and the total number of time steps is 800. (b) Right: American put
options of different maturities under CGMY with zero volatility and Y = 1.6.
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American put. The results show that we can achieve quadratic convergence for pricing American
options when Y is close to 1.

Size of No. of Fixed Point BiCGSTAB

S grid | time steps | itns value ratio itns value ratio
129 25 43.40 | 9.2639099 | n.a. | 11.08 | 9.2639099 | n.a.
257 50 44.52 | 9.2363535 | n.a. | 10.64 | 9.2363536 | n.a.
513 100 44.93 | 9.2283662 | 3.4500 | 10.47 | 9.2283665 | 3.4501
1025 200 44.72 | 9.2261955 | 3.6796 | 10.34 | 9.2261963 | 3.6804
2049 400 44.02 | 9.2256268 | 3.8170 | 10.00 | 9.2256285 | 3.8221
4097 800 42.87 | 9.2254803 | 3.8819 | 9.48 | 9.2254842 | 3.9349

TABLE 10: Comparison of fixed point iteration and preconditioned BiCGSTAB method in evaluating
of an American put option under CGMY when' Y = 1.0102. The tolerance for the stopping criteria
in both iterative methods is 1078. For the fized point method, “Itns” is the average number of
iterations per time step. For the BiCGSTAB method, “Itns” is the average total iterations per
timestep. For each linearized solution in Algorithm 2, we carry out only a single BiCGSTAB
iteration. Note that each BiCGSTAB iteration is about twice as expensive as a fized point iteration.

Third, we use semi-Lagrangian and fully implicit discretization scheme to compute the American
call options under CGMY with zero and non-zero diffusion components. Figure 2 shows the option
values and their deltas with Y =0 and Y = 0.6 . The input parameters are listed in Table 11.

S ‘ K ‘ T ‘ T ‘ q ‘ o ‘ C ‘ G ‘ M ‘ Y
100 | 100 | 9.0 | 0.1 | 0.1 | 0.0 | 0.0 | 9.5085 | 5.2585 | 0.0
100 | 100 [ 9.0 | 0.1 | 0.1 | 0.0 | 0.0 | 9.5085 | 5.2585 | 0.6

TABLE 11: The input parameters (from [9]) for evaluating American call options under CGMY
process when'Y = 0.0 and Y = 0.6 respectively. Here K denotes the strike price and T the maturity
time.

We note that in Figure 2(b) the delta shows a discontinuous jump without a diffusion component
under a Variance Gamma process. As Y gets large, the discontinuity is smoothed out (see Figure
2(d)). The results are consistent with our intuition: as the Lévy process becomes more singular, it
behaves more like a diffusion process.

7 Conclusion

The difficulty of solving the option pricing PIDE under an infinite activity jump process can be
characterized by the nature of the singularity of the jump size density function. Let

Wy) = o<|y‘11+y> L y—0 (7.1)

The basic method developed in this paper splits the jump integral term into two components: a
region near y = 0, and a region away from y = 0. An implicit timestepping technique is employed,
and an iterative method is used to avoid a dense matrix solve. The iterative method lags the
portion of the integral away from y = 0.
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FIGURE 2: (a) upper left: American call option with zero diffusion and payoff function when'Y = 0;
(b) upper right: deltas of the American calls with and without diffusion terms when'Y = 0; (¢) lower
left: American call option and payoff with zero diffusion when' Y = 0.6 (d) lower right: deltas of
the American call with and without diffusion terms when Y = 0.6. The size of S grid is 1025 and
the total number of time steps is 7200.

For the case where 0 <Y < 1, a simple fixed point iteration is satisfactory, and the discretization
method exhibits second order convergence as the mesh and time step are refined. In the case of
1 <Y < 2, the fixed point iteration becomes inefficient. However, our numerical tests indicate that
a BiCGSTAB iteration is very effective at keeping the number of iterations per time step small. As
Y — 2, the convergence of the method as the mesh and time step are refined degenerates gracefully
to first order. This is a consequence of the method used to approximate the jump integral near
y=0.

The technique developed here is simple to implement in existing option pricing software. Since
this method is modular, and builds on standard option pricing building blocks, we can easily
generalize this method to handle American early exercise and other path dependent features. In
addition, in the fully implicit case, where linear interpolation is used in the semi-Lagrangian step,
the discretization method is unconditionally monotone and [, stable. This makes this method
potentially useful for nonlinear pricing problems, e.g. optimal stochastic control, where questions
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of convergence to the viscosity solution arise.

A Error Analysis

In this section we discuss the total error from computing the jump integral part in €; (3.3). To be
more specific, the error term Ej in (3.7) is composed of the following two components:

yj+Ay/2

yj+Ay/2
B= [ U Fww-wewdn  B= [ ) - ) )
y;i—Ay/2 y;i—Ay/2

with £(y) € [y; —Ay/2,y,;+Ay/2]. Let E”(£(y)) < C where C denotes some finite constant number,
then from v(y) = y?v(y) = O(Jy|'~Y) we have

> E SCl(Ay)Q/ ' dy
iy € !
2-v |1 2-Y |—Ay/2
y |y
= C1(AY)? | 10— 1
1(Ay) <y>02_YAy/2+ <09 Ty | )

< Ci(Ay)?|log(Ay)|  when Y —2,

where Cy is some constant.
The error term Ej1 can be rewritten as

L yi+Ay/2 , , 2
= [ P ) - )
yi—Ay/2

for some 7(y) € [y; — Ay/2,y; + Ay/2] by doing the Taylor expansion of v(y) around y; as well.
Let F'(y;) be bounded independent of y;, then from v/(y) = O(|Jy|~™Y) we have

Z Ej < Cz(Ay)Z/

ly| Y dy
Jiyje !

— 1 —
1-Y 1 |y‘1 Y

Yy
= Cy(Ay)? (1 0T e am——
Yy Y
< Cymax((Ay)?~¢, (Ay)>Y),

—Ay/2
L)

where Cy is some constant, and ¢ is an arbitrarily small positive number. Thus the total error from
computing the integral in €y is

Eq, =Y E}+Y E}=0((Ay)mn@=e3Y)),

B Quadrature Rules

In this section we provide the computational details for approximating the finite integral of the
Lévy measure, i.e. y(y;) (3.8), Vy; € 1 UQa. As we have discussed in Section 3.1, the Lévy
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measure v(y) over {)y is a smooth function, hence we can use a standard numerical integration
method, e.g. the composite Trapezoidal rule, to compute

Ay 1 1 (Ay)g "

1) = SLTwe0) + v(a1) ot vlena) +gulan)] + 5 S ), €

where 2o = y; — Ay/2, z, = y; + Ay/2, and {(y) € [y; — Ay/2,y; + Ay/2]. If we choose n = 4
subdivisions, we have

Ay 1I/(zo) +v(z1) +v(z2) +v(zs) + lu(zél)}, yj € Qo

Y(y;) = 7[2 >

with a local error of O((Ay)3).

The approximation of y(y;) for y; € € is more subtle due to the singularity of the Lévy measure
v(y) over . In the Trapezoidal rule, the weights on the sample locations are independent of the
integrand. A special quadrature rule, which systematically computes the weights on the evaluated
points depending on the integrated function, is more desirable for the integral of v(y;) when y; € Q.

The basic idea of the special quadratic rule is to choose weights wy,wo, ..., w,, on the fixed
uniform locations z1, 22, . .., 2y, in the interval [a,b] to minimize the error in the approximation:
a1 m
/ ﬁf(y)dy ~ Zwlf(zl) + Error, (B.1)
b i=1

where in our particular case n = —1+Y, a=y; — Ay/2, b =y; + Ay/2 and
fly) =Ce ™M1, 0+ C’e_G|y|1y<0.

If we apply Taylor expansion on e~™¥ when y > 0, we have
M? M3
fly)=C(1 - My+ TQQ - ?yi)) +0(y").

Similarly, f(y) can also be approximated by Taylor expansion when y < 0. Then substituting the
expansion result into (B.1), when y > 0 we have, up to the 3rd order for f(y),

b 1 b 1 M2 b 1 M3 b 1
c/ dy—C’M/ —ydy—l—c /y2dy—0 /y3dy
a Y a Y a Y a

2 6 y"
m m m m
CM? CM?
:CZwi—CMZwizi—i—TZwizf—? w;zg,
i=1 i=1 i=1 i=1
with the error term in equation (B.1):
b y4
Error = O(/ —ndy). (B.2)
)
a

In order to minimize the error terms, we must have

b m .
C’M]/ yj_”dy—CM]Zwizf =0, 0<j<3.
a i=1
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Note that

- ) -
Jt+1—n a J+1l-=n

Similar equations can be derived when y < 0. If we preallocate m = 4 points, z1, 29, 23 and z4, we
only have four unknowns w1, wo, ws and w4 with the following four constraint conditions

b b it1— T
. 1 . pitl=n _ qi+1-n
/ y Ty = ———— T = :
a

, bl=n — gl-n

]:O w1+w2+W3+W4:ﬁ,

) p2—n — g2-1n

] = 1 W11 + W2 + W323 + Wazg = TT]’
p3=n — g3—n

j =2 wlz% + wgzg + w3z§ + U)4Zi = 37a,

-n

pi=n — gin

F=3  wiZ 4 wezh + w3z + wezh = —i=

By solving the above linear system to obtain the optimal weights, we have

4
. 1 Ay Ay
Y(yj) = Ezwif(zi)a 2 =yj — — +i—, y; €.

J =1 2 g
In the worst case, as Y — 2, n = —1+ Y = 1, which makes the error term in (B.2) becomes
by

b )
W= /a yidy = (b4) = 0((Ay)?),

a

since b — a = Ay, hence

4
Ywi) = () +0<(Ay3§) ) y € . (B.3)

C Von Neumann Stability Analysis of the Crank-Nicolson method

We assume constant coefficients in the transformed PIDE (3.12), with an evenly spaced grid along
the log S coordinate, and periodic boundary conditions. The Crank-Nicolson method is applied
after the first order term has been discretized by a semi-Lagrangian scheme with upwind quadratic
interpolation.

First, by applying the change of variables z = log S, and letting V(z,7) = V(e%,7), we rewrite
equation (3.12) as the following PIDE, as a function of V (x,7),

where V' ® 4 is a correlation product.
Then, we use the semi-Lagrangian discretization (see Section 3.2 for details) on equation (C.1).
Let z(z;, 7", 7) be the trajectory satisfying

dx ( o’ +G
e (p—qg—k—
dr 9 2

)s (C.2)
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which passes through the grid point z; at time 77!, Let Ti(n4+1) be the departure point of this

trajectory at time 7. Then w;(, 1) is determined by solving the ODE (C.2) starting at x; from

" to ™

o+
2

The value of function V:L(n 1) = V(mi(nﬂ), 7™) is computed by an upwind quadratic interpolation

Ting1) =Ti — (1 —q— K — JAT. (C.3)

from the original grid V" and .
The Crank-Nicolson discretization of equation (C.1), after applying semi-Lagrangian timestep-
ping, can be written as

—n A AT —p AT AT
yrtt [1 + AT+ (r+ A);] - %aVl:ll - gaviff - TT(V ®4)iH
—n AT AT —n AT —n AT — ANTL
=Vitm+1) [1 —aAT — (r+ )\)2} t 5 Wity + 5 Viam) + 7(‘/ ®V)itns1), (C-4)
where
_oi44
T 2(Ar)?

Suppose the departure point ;1) lies between the grid points z;—, and z;—p1 for some
integer p, i.e. Tji—p—1 < Tj(ny1) < Ti—p. Because the difference between z;(,,,1) and z;, Vi, in (C.3)
is constant, we can consequently locate x;_1(,41) and ;4 1(,41) such that

Ti—p—2 < Ti1(ny1) < Tiep—1, Tip < Tit1(n+1) S Tiopt1-

By upwind quadratic interpolation, the location of the third point depends on the coefficient of
the drift term,
o2+ 5)

2
in (C.2). If d is positive, we choose z;_p_3, zi—p—2 and z;_,_1 as the third point to compute
V?_l(n 1) V:L(n +1) and Vi q(,41) respectively. If d is non-positive, we choose the third point in the
other direction. Without loss of generality, we may assume that d is positive, so that we have

d=—-(r—q—k-—

=1 =1 TN =1

Vicirny = Viep_s¥i—vi—p-3+ Vi poti—1i—p—2+ Vi p 1¥i-1i—p-1,

T TN T TN

Vi) = Viep—oWii—p—2+ Vi p 1¥ii—p-1+ Vi p¥iip,

=11 =1 TN TN

Vitintn) = Vip—1¥itti—p—1 + Vip¥it1i—p + Vipr1¥it1,i-p+1, (C.5)

where 1)’s are the Lagrangian basis functions. In general, let 1, ,, denote the basis function at the
grid point x,, used to compute VZ(n 1)

(= 2mi) (T — Tpg2) _
Qph,m(x) - (xm_$m+1)(xm_xm+2)7 lfh_m_p+27
_ (@—zm) (@ — 2me) _
Qph,m(l‘) - (xm_xm—l)(xm_$m+1)7 ith—m p+17
(= zpmo)(r = Tp) B
Qph,m(x) - (xm — xm—?)(xm — xm—1)7 ith—m= p. (C 6)



Typically, we are interested in 9y, ,’s such that h =7 —1,7,i+1land m=i—p—3,...,i —p+1
as in (C.5).

Let V"' = [V},...,V; | to be the vector of discrete solution values. Substituting (C.5) into
(C.4), we obtain the following equation

AT —p AT —n A
QTQV1:11—7704V¢—+11— T(V® )n+1

- AT
V+1[1+aAT+(T+)\) }
N AT AT AT

=Vi_p1 [<1 — AT — (r+A)—- >7/)z i—p—1 T 00—— ¢i+1,ifp71 + 0477[)@'71,1'71071 +
—n AT A
Vin[(l_aAT_(T+)‘) >¢Hp2+a pi— 1,i—p— 2]+

— AT AT
Vi p[<1—aAT—(7“+)\) >¢“ pta— Yit1,i— p}r

Viepi1|@ [ —Vig1,i- p+1:| + Vi —p—3 [ ¢¢1,ip3] +
— AT — AT —
(Ve ’Y)i—p—27wi,i—p—2 + (Ve 'Y)i—p—l 7%,1‘—17—1 + (V ® )i —p 2 "‘pz i—p- (C-7)

We apply the discrete Fourier transform to (C.7) by defining the inverse discrete Fourier trans-
form as follows

N N—

27

Z Ej Nikv=lom, 5 = §j riV-lg, (C.8)
k=0 =0

where C7' and G are the discrete Fourier coefficients of V" and ¥, L = Ymax — Ymin- Then the

discrete correlation can be written as

CPG_je N+, (C.9)

Substituting (C.8) and (C.9) into (C.7), we obtain, for each Fourier component,

CPH 1+ aAT + (r + )\)H — aAQT FhvL a%e‘zﬁﬁkm — %G,k)

A AT AT
:Cl?<e_N(p+1)k\/j1|:(1_O‘AT_(T+>‘_G— ) 7—)1][)“ p— 1 ta—— 7/}z+11 —p— 1+oa—— @Z)z 1,0—p— 1:|

AT

_|_e2]\77r(p+2)k\/71|:(1—0[A7'_(T+)\_G— )= ) Yisi—p— 2+O‘A Yi-ti—p- 2]

4+ e NPT [(1 —aAT — (r+ X — G,k)%)%,i—p + amwi—l-l,i—p:l
A 2 A
+e FE-DRvT [O‘i@ﬁwl i p+1] e NP [O‘iwl Li—p— 3]) (C.10)
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After simplification, we can rewrite the right hand side of (C.10) as

A <=
C’,?((l—aAT—(r—l—)\ G_k T Z Vime ™ Fli—m)ky/=T1

m=i—p—2
A i—p+1 i—p—1
Tr 2mp /— 27 (41— — P g —
o 5 [6Nk\/ 1 Z 1/)i+17m6 o (i+1-m)kyv/—1 +e V-1 Z Q,Z)ifl,me ~ (i—1—m)k+/ 1]>
m=t—p—1 m=i—p—3

Since, by the definition of ¥, ,, in (C.6),

1/}h,m = wh+1,m+1; (Cll)
we have
i—p+1 i—p i—p—1
2w (. 27 /- o
Z Vit1 me—ﬁ(z—&-l—m)k\/—l _ Z Wi me—W(z—m)k\/—l _ Z Vi1 me—w(z 1- m)k\/—l‘
m=i—p—1 m=i—p—2 m=i—p—3
Now we define )
t=p
_ — 27 (j—m)kv/—1
pPi = Z Yime N (i=m)k )
m=t—p—2

and derive the following equation

'(1 —aAT — (r+ X — G_k)% + a%(e%k\/jl + 621\7’%\/71)>p1

ot
Cy]

(C.12)
’1 + aAT + (T + A= Gfk)% — a%(e%k\/jl + e*%k\/jl)

It has been proved that for the case of constant coefficient equations with evenly spaced grid
points and periodic boundary conditions, if the quadratic interpolation scheme satisfies (C.11),
then |p;| <1 (see [22] for details). Thus,

lefanlk < 11— — (A= G_p)5" — aAT(1 — cos(%k))
(G }1 + 787 + (A = Gp) &L + aAT (1 — cos(Xk))|
[1—7‘AT AN—G k.)T—aAT(l—cos Qﬁk)]2+ [%le]z

1+ T‘AT + (A= GRk)AT + aAT(1 - cos(%rk:))]Z + [%Gl_k]27

where

G, =Re(G_y), GL,=Im(G_yp).
Note that

N—
_L Z N
N ‘

;From (3.11) we have
7 Nl
7=0
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so that |G_g| < A, and hence —\ < G}_zk < \. Further note that r > 0 and 1 — cos(%”k:) >0. It
then follows that, Vk € [-N/2 + 1, N/2],

rAT AT

|1+ — T — (=GR + Ara(l - cos(%rk))‘ >1-— = W-GE) - Ara(l- cos(%k)”,

2

and consequently [Cy ! < [OP|, Vk. As a result the scheme is unconditionally strictly stable.
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